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Learning clinically useful information from medical 

images
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ÅAdviser ïHeartFlow

ÅCo-founder ïIXICO



Artificial Intelligence and Machine Learning

AI
Machine

Learning
Deep
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The era of deep learning

Biologically inspired neural networks: Multi-layer perceptron, 1960s - 1980s

Convolutional neural networks: LeCun, 1990s



The era of deep learning

Convolution + RELU

Max pooling

Fully connected layer

Softmax
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The era of deep learning

ÅImage-to-image networks (many different architectures)
ïFully convolutional networks (Long et al., 2015)

ïU-Net (Ronneberger et al., 2015)

ïDeepMedic (Kamnitsas et al., 2016)

Convolution + RELU

Max pooling

Unpooling (transposed convolution)

Softmax Skip layers
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Deep learning for medical imaging: 

Opportunities

Detection

Semantic Image Interpretation

Quantification of Imaging Biomarkers

Image Enhancement

Image Acquisition and Reconstruction

Diagnosis and Prediction

Perception

Reasoning

Computing



Deep learning for image reconstruction

K-space Signal space

Full sampling

(slow)

25% sampling

(4-fold 

acceleration)

learning-based

reconstruction

e.g. compressed

sensing



Deep learning for image reconstruction

Convolution + RELU

Max pooling

Transposed convolution

Softmax Skip layers



Magnitude reconstruction (6-fold)

Schlemper et al. IEEE TMI 2017

(a) 6x Undersampled      (b) CNN reconstruction (c) Ground Truth



Deep learning for image super-resolution

O. Oktay et al. IEEE TMI 2017



Deep learning for image segmentation 

Lavdas et al. 2017, 

Medical Physics


